Industrial and post-industrial economies are characterized by a high degree of structural interdependence. Once an economy attains a level of economic development in which the technology enables a substantial portion of the population to enjoy a standard of living significantly above subsistence, “the material needs” of the system become difficult to define, because they are interconnected with the relations of production in complex ways. In particular, demand comes to play a key role in the subsequent development of the system. This paper presents an intersectoral model that integrates Keynesian and Kaleckian elements onto the classical surplus approach. The aim of the model is to provide a non-neoclassical framework that can be used to analyze how demand, income distribution and production are interconnected.

1. Introduction

The function of an economic system is to enable the individuals who comprise it to meet their material needs. Different systems do this in different ways; some do the job “better” than others, according to various criteria (the rate of growth of per capita income; access to subsistence; distributive justice; and so forth). Owing to the division of labor, industrial and post-industrial economies are characterized by a high degree of structural interdependence: technical interdependence among productive sectors; interdependence between demand and employment; and interdependence between state and economy. Structural interdependence has been the subject of economic analysis since the emergence of classical political economy in the 17th century, notably in the Tableau Économique, in Marx’s schemes of reproduction, in the post-Marx writings on the trade cycle, in Input-Output economics and activity analysis, and in the Sraffa model.

This paper reflects upon the role of demand in the context of such models of structural interdependence. Once an economy attains a level of economic development in which the
technology enables a substantial portion of the population to enjoy a standard of living significantly above subsistence, “the material needs” of the system become difficult to define, because they are interconnected with the relations of production in complex ways. In particular, demand comes to play a key role in the subsequent development of the system. Wages are no longer analogous to the fuel that is needed to power an engine, or the fodder that a team of oxen need to enable them to pull a plow. Aggregate demand drives growth, and the composition of demand regulates the allocation of resources. Under modern capitalism, the situation is complicated by the fact that the composition of demand is shaped in large part by the marketing activity and wage policies of powerful oligopolistic entities. The paper will reflect on these issues in the light of the class of structural models associated with Leontief, Pasinetti, Lowe and Sraffa. These models avoid the pitfalls of the conventional treatment of demand in terms of price elastic demand functions, but they have made only tentative progress in explaining the evolution of demand. The aim of the paper is not to provide a theory of demand, but to assess how these structural models have treated demand and suggest how the theory of demand can be further developed within the broad framework of such models.

2. The Provisioning Process in the History of Economic Analysis

The first attempts, by the mercantilists in the 16th and 17th centuries, to describe how market economies work were necessarily primitive, and with few exceptions (e.g. Mun 1664) barely scratched the surface of the problem. Focused as they were on commerce—on flows of goods and money—the mercantilists had little to say about how those goods get produced, allocated and reproduced in such a way as to enable the economy to persist through time; on development and structural change they offered nothing at all. In the 17th century William Petty (1662) correctly identified production as the ultimate source of income, an insight that represented a
significant advance on the misleading mercantilist view that trade is the basis of national prosperity. Petty also introduced the crucial idea that an economy is prosperous in so far as it is capable of producing a surplus over and above the wage goods and material inputs consumed in the production process. By the next century, even before the onset of industrialization in Britain, political economists had thoroughly internalized Petty’s outlook.

Bernard Mandeville, less a political philosopher or social scientist than a mischievous wag who specialized in poking the eye of bourgeois complacency, recognized not only that production is what enables a society to thrive, but also that once the economy has advanced beyond a bare subsistence standard of living, production is to a large extent driven by demand. The metaphorical hive of Mandeville’s *Fable of the Bees* (1724) is a sophisticated economic system, exhibiting a fairly extensive division of labor. Until its conversion to virtuous austerity the hive is an engine of self-reproduction. In its thriving phase, the hive undergoes no structural evolution, though Mandeville allows for changes in fashion. When the hive becomes virtuous, eschewing vain luxury, the resulting contraction in demand leads to economic and social collapse: without the stimulus of “avarice”, industry withers.

To Petty’s notion of surplus the physiocrats added an explicit recognition of the interconnectedness of production. Quesnay’s *Tableau Économique* (1759) depicts the economy as a network of interconnected sectors and social classes. Economic activity is conceived as a circular process of production and consumption in which the outputs of the agricultural and manufacturing sectors serve as inputs into each others’ production processes. Adam Smith made two significant advances on the rudimentary physiocratic model. First, he recognized that the manufacturing sector is as capable as agriculture of generating a surplus, and consequently plays an indispensable role in growth and development. Second, he sketched out the mechanism by
which a market economy coordinates atomistic self-interested behavior to enable the material reproduction of the system. It is a remarkable feature of market economies that commodities are produced not in random quantities, but in amounts that roughly coincide with what can be sold; that resources get channeled out of sectors whose products are wanted in smaller quantities than before, and into sectors whose products are now in higher demand and indeed might not even have been imagined just a few years earlier; and that incomes are generated which enable the inhabitants of the system to purchase the goods that its productive activity has created. The system is, in other words, able to reproduce itself.\(^1\) The mechanism which brings about this coordination is of course the intersectoral movement of capital in pursuit of its highest return, a process which, as described by Smith, manifests itself through the gravitation of market prices of goods toward long-period cost of production. None of this is meant to suggest that the mechanism unfolds seamlessly, or can be relied upon to generate optimal outcomes. The point is simply is that this mechanism must play a part in any account of how a capitalist system provisions itself and how it evolves through history.

David Ricardo (1821) clarified and refined Smith’s argument, by demonstrating that real wages, the profit rate and relative prices are connected to one another in a precise and systematic way; in particular, that the wage rate and the profit rate vary inversely to one another, and that the specific effect of a change in distribution on the pattern of relative prices depends upon

\(^{1}\) “Reproduction” does not preclude structural evolution. Social systems never exactly reproduce themselves: the process of structural reintegration always involves some modification of the material and institutional features of the community. Simple models that abstract from structural change can expose significant aspects of how economic systems function which need to be understood before more complex transformative processes can be analyzed. Luigi Pasinetti’s ambitious project, begun half a century ago, to model the structural dynamics of a modern economy pushes the tools of formal analysis about as far as they can go in this direction (see Pasinetti 1981, 1993).
differences in the degree to which the production processes of the various sectors of the economy utilize produced means of production relative to labor. Ricardo’s friend Thomas Robert Malthus (1820) raised prescient questions about the ability of a market economy to sustain aggregate demand at levels sufficient to prevent the system’s stagnation or decline. Marx (1867, 1893, 1894) developed the surplus approach further, drawing directly upon the Tableau Économique to construct his Volume II reproduction schemes, which expose the roles that technical change, structural imbalances and monetary phenomena may play in triggering crises.

The first few generations of neoclassical economists were no less concerned than the classicals and Marx with provisioning and economic structure. Alfred Marshall’s famous definition of economics as “the study of mankind in the ordinary business of life” reflects his concern with the problem of material provisioning, and the attention he paid to the institutional framework is evidence of his recognition that the structural features of the economy are crucial to the provisioning process (Marshall 1920: 1). While Jevons (1879) and Walras (1926) directed their attention mainly to what we would call technical theoretical problems, they did so with a view to providing a tool to address real-world problems. In his Theory of Social Economy (1932), Gustav Cassel presents a neoclassical general equilibrium model as part of an attempt to elucidate how markets coordinate production, which is conceived as a fundamentally collaborative activity aimed at provisioning the members of society. We find also in the Austrian
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2 Curiously, in his Éléments d’Économie Pure, Walras makes only passing reference to the Tableau Économique, and he acknowledges no influence of the Tableau on the formulation of his own intersectoral model, though he does remark that Quesnay’s tabular description of an economic system “is … analogous to our own” (Walras 1926: 393). The precursors Walras esteemed most highly were Antoine Cournot, Jules Dupuit and Hermann Heinrich Gossen—all partial equilibrium theorists. Marx, in contrast, explicitly identified the Tableau as “the first systematic conception of capitalist production”, and drew upon it directly in constructing the reproduction schemes of Capital, Vol. II (see Marx 1893: 364).
School an acute awareness of the structural interconnections that underpin the provisioning process: Carl Menger’s distinction between lower and higher order goods, Friedrich Hayek’s production triangles, Eugene von Böhm-Bawerk’s concept of the roundaboutness of production and Ludwig Lachmann’s emphasis on the complementarities among different capital goods as a factor in cyclical fluctuations—all these are indications that the Austrians tradition is duly mindful of the structural features of economic activity.\(^3\) Welfare economics and the socialist calculation debates are, if nothing else, a great hashing-out of the criteria by which to evaluate how effectively different institutional frameworks meet people’s provisioning requirements.

Over the past three or four decades, though, the attention of mainstream economists has drifted away from problems of how the economy provisions itself, perhaps on the supposition that the main analytical issues have been mostly resolved. The shift is partly reflected in the current prominence of behavioral economics, which focuses on how economic actors make choices under various circumstances. The issue is of undeniable practical importance to policymakers, and is no doubt relevant to the provisioning process in so far as social outcomes are in an obvious sense the cumulative by-product of decisions taken by many individuals in a particular institutional context. But the focus has mainly been on choice behavior at the microeconomic level; less attention had been paid to how “individual behaviors and economic institutions interact to produce aggregate outcomes” (Bowles 2004: 8, an exception to the rule; for an overview of behavioral economics, see Altman, 2004).

3. Structural and Behavioral Models

Though economists have routinely taken account of structural factors and provisioning, or did so at least until the late decades of the last century, it is nevertheless useful to distinguish between

\(^3\) See Hayek (1931); Menger (1871); Böhm-Bawerk (1884) and Lachmann (1956).
structural and behavioral models (Nell 1984; see also Lowe 1964 and Hollis and Nell 1975). Behavioral models are principally concerned with how market participants with given characteristics react to stimuli provided by their economic environment; the objective is to predict the pattern of responses triggered by a change in circumstances. Equilibrium is defined as a set of mutually consistent decentralized choices; economic theories are serviceable generalizations about how these choices are made. The derivation of such generalizations requires a number of pre-analytical conjectures about the basic characteristics and motives of agents. Typically it is supposed that individuals and firms are optimizers—i.e. they are driven by the desire to maximize or minimize something, like utility or profits or costs—and that they are rational in that their actions are designed to bring them closer to their respective optima. By virtue of these assumptions, the behavioral approach can conveniently be translated into the precise mathematics of calculus, linear programming or axiomatic set theory. There are numerous questions for which behavioral considerations are of undeniable importance, questions for example relating to the role of incentives in the implementation of particular economic policies. But behavioral models ignore a whole class of issues which are crucial to understanding how economic systems function. All economic activity takes place within a definite social setting comprised of institutions, laws, rights, social obligations, behavioral conventions and so forth. Behavioral models take this social context for granted, without enquiring into the conditions necessary for its perpetuation.

The maintenance and reproduction of the social matrix is the *sine qua non* for the systematic operation of any stimulus response mechanism; that is precisely why economists often take it for granted. But agents must somehow learn the rules imposed upon them by the existing mode of production, that is to say, they must learn what sorts of behavior will enable
them to survive and flourish in a given social environment. They are constrained not just by resource availability, but also by legal and moral prescriptions and by the cognitive blinders that any social framework imposes upon the human mind. The most fundamental problem from an economic standpoint concerns the conditions required for the material continuation of society. If, in the long run, these conditions are not met, the social context which is today taken for granted will tomorrow be the subject of history.

Structural models address precisely those fundamental issues. They focus upon the requirements for physical reproduction of the socio-economic system rather than upon agents’ behavioral responses to a particular set of conditions. Instead of treating the social context as a fait accompli, structural models attempt to discover what patterns of behavior are compatible with the existence and continuity of the institutions, class relations and production processes that characterize the economic system. The objectives are, first, to identify and explain the rules that preserve the system’s viability, and then to determine the implications these rules have for the system’s evolution over time. Marx’s *Capital* (1867, 1984, 1895), which calls attention to the self-generated tensions, or contradictions which accompany capitalist development, is perhaps the paradigmatic example of this approach.

The models of mainstream economics are essentially behavioral. Demand and supply functions summarize the reactions of economic actors to market stimuli *in a given institutional context*, and equilibria are characterized by the balancing of forces which direct the decisions of buyers and sellers. Classical and Marxian models are structural. In the simplest constructions they determine the prices that reintegrate the economy’s production processes and enable the system to reproduce itself. At higher levels of complexity, classical analysis attempts to show how capitalist institutions, class behavior and production relations reinforce one another; it
investigates the patterns of accumulation implicit in capitalist production; and it inquires into the relations connecting consumption, distribution and accumulation.

4. A Classical-Keynesian Model

The classical political economists and Marx sought to explain how a market economy generates and distributes a social surplus (see Garegnani 1984 for a full discussion). Their interest in this question derived from the premise that the accumulation of capital is undertaken by the social class that receives the surplus in the form of profits, i.e. the capitalist class. In classical surplus theories the process by which relative prices are determined does not simultaneously determine distribution and quantities; these are analyzed separately. The data of the classical theory are: (i) the size and composition of the social product; (ii) the technical conditions of production; and (iii) some distribution parameter—either the real wage or the profit rate. If we assume constant returns to scale, that all capital is circulating capital, that one method of production is available for the production of each commodity, that wages are paid post factum, that there is no joint production and that all commodities are basic in the sense of Sraffa (1960), then relative prices and the profit rate are determined by the solution to the following system:

\[
p = pA(1+r) + wI
\]

\[
p_1 = 1
\]

\[
w = w^*
\]

where \( p \) is a row vector of \( n \) prices; \( A = [a_{ij}] \) is an \( n \times n \) matrix each element of which represents the amount of commodity \( i \) required to produce a unit of commodity \( j \); \( I \) is a row vector of labor input requirements; \( r \) is the profit rate; and \( w = w^* \) is the real wage, measured in terms of the

\[4\]A basic commodity is one that enters directly or indirectly into the production of every commodity in the system.
numeraire (commodity 1), which we shall regard as parametric. This system determines the $n - 1$ relative prices and the real wage. Manipulation of (1) yields the solution:

$$p = wI [I - A(1+r)]^{-1}$$

(2)

where $I$ is the identity matrix. Implicit in this result is an inverse relationship between the wage rate and the profit rate; the trade-off has the form of a polynomial expression, and its precise shape will depend upon the dimensions of $A$; on the technical conditions of production, that is, on the magnitudes of the elements of $A$ and $I$; and on the choice of numeraire; in general, the relationship will not be linear. The impact on relative prices of a change in distribution will likewise depend upon these same considerations (see Pasinetti 1977 for a more detailed discussion of the analytics).

In marginalist theory the function of the price mechanism is to clear markets by bringing quantities supplied into equality with quantities demanded. Prices perform a somewhat different task in the classical theory. The production of any commodity requires inputs from the various other sectors of the economy. During a round of production each industry, it is presumed, produces at least enough output to replace what is used up by itself and by other sectors. But at the end of each production period all of the output of any commodity is in the possession of the industry that produced it; before another round of production can begin, the economy must somehow manage to transfer a portion of each output from the industry that produced it to the industries that use it as an input; this is accomplished through marketplace transactions. Competition causes the price vector to assume a configuration that permits the reproduction of the economy with a uniform profit rate. In both the classical and marginalist theories, prices play an indispensable coordinating role in the allocation of resources; but the nature of this role differs in the two cases. In the marginalist theory
prices exist to enable the economy to accommodate the problem of scarcity, whereas classical prices of production make possible the swaps necessary for the economy to reproduce itself.

The separate treatment of pricing, distribution and output sharply differentiates the surplus approach from marginalist theory, where a grand unifying principle, factor substitution, permits (in fact, requires) the determination of all economic variables at a single stroke (see Garegnani 1984). Surplus theories utilize less intricate lines of causality, but, by dividing the analysis into distinct logical stages, are able to bring within the scope of economics issues which marginalist theory tends to ignore—e.g., questions relating to the distribution of income, property and wealth, to the formation of tastes and preferences, or to the determinants of technical change. Where marginalist theory explains little by aspiring, in its formal analytics, to do too much, the surplus approach places less ambitious demands on its theoretical core, and is therefore able to deal usefully with a broader range of problems.

Implicit in the classical conception of a market economy is a set of quantity relations that must be satisfied in long-period equilibrium (see Walsh and Gram 1980; Kurz and Salvadori 1995). Let the elements of the column vector \( \mathbf{q} = [q_1, ..., q_n] \) represent the gross outputs of commodities 1 through \( n \). The elements of a second column vector \( \mathbf{y} = [y_1, ..., y_n] \) are the net outputs or final demands for the various commodities. A vector \( \mathbf{q} \) must be adequate to replace the commodities used up in production and to satisfy the final demand. In the long-period, the economy will not produce more of any commodity than is demanded (demand for additions to inventories is included in \( \mathbf{y} \)), so we have the equations:

\[
\mathbf{q} = \mathbf{Aq} + \mathbf{y}, \text{ with solution } \quad (3)
\]

\[
\mathbf{q} = (\mathbf{I} - \mathbf{A})^{-1} \mathbf{y} \quad (4)
\]
It can easily be shown that given $y$ and $r$, the value of net output is equal to the sum of wages and profits distributed within the economy. Unless the net output vector $y$ (or some other $n$-component vector of gross and net outputs) is taken as parametric, the quantity system will be underdetermined (by $n$ degrees of freedom) and no solution will be possible.

The quantity relations (3) simply reflect the condition that the quantity demanded of each commodity must match the amount of it produced. This equality of supply and demand refers only to produced goods and not to labor. The uniform profit rate condition and the implicit assumption that capitalists seek the highest possible rate of return imply that no entrepreneur will tend to produce more or less of a good than he can sell; but the same uniformity condition does not require that the supply and demand for labor be equalized. While the equality of supply and demand for commodities is a necessary feature of long-period equilibrium, neither long-period prices of production nor the outputs are here determined by the price-elastic supply and demand functions of marginalist theory.

The earliest attempt to disaggregate Keynes’s model and express it in the form of a Leontief-type matrix was undertaken by Richard Goodwin (1949) in a paper that deserves more attention, especially from Post-Keynesians, than it has received. Several attempts have been made to construct formal models that integrate the classical and Keynesian theories (Pasinetti 1974; Kurz, 1985). The model presented here (which I have utilized elsewhere, see Mongiovi 1991, 1992) draws upon these contributions and upon a less well-known paper by Miyazawa and Masegi (1963), who set up their model in terms of money-value transactions; so we shall introduce some

---

5 From the price equations, $pA + rpA + wI = p$, or $p(I - A) = wI + rpA$. Post-multiplication of the latter by $q$ gives $p(I - A)q = wql + rpAq$. Thus, we have $py = wql + rpAq$, or $py = W + \Pi$, where $W$ is the economy’s wage bill and $\Pi$ the amount of profits paid to the owners of capital.
modifications to derive a model whose parameters and variables refer to physical quantities in order to derive a model of output determination which is fully compatible with the classical surplus approach.

As above, we consider an economy in which constant returns prevail, all goods are basics, only one technique is available for the production of any commodity, and all capital is circulating capital. We assume also that any final good can be used either to satisfy consumption demand or to expand the economy’s stock of plant and equipment; this fact can be taken into account if the vector of final demands is expressed as the sum of two subvectors:

$$y = y^c + y^I$$

Each element $y_i^c, i = 1, \ldots, n$ of the column vector $y^c$ represents the amount of commodity $i$ demanded for consumption purposes; each element $y_i^I$ of the vector $y^I$ indicates how much of commodity $i$ the economy wishes to channel into the expansion of productive capacity.\(^6\)

Assume that there exist two social classes—workers, who receive wages, and capitalist-entrepreneurs, who receive profits. Each of these classes is presumed to allocate a certain proportion of its money income to the consumption of each of the commodities produced by the economy. Associating the subscripts $w$ and $\pi$ with the working class and capitalist class respectively, we define the consumption coefficients $c_{iw}$ and $c_{ix}$ as the number of additional units of

\(^6\)The elements of $y^c$ and $y^I$ must be non-negative. In many instances, though, we can expect that various elements of the two vectors will be zero. For example, the demand for machine tools for consumption purposes is bound to be zero. All goods are basics, but they may not enter directly into the investment demand vector. Corn may be a basic commodity because it enters into the production of ethanol; yet there may be no direct investment demand for it. Thus the entry for corn in the consumption demand vector will be positive, but the corresponding entry in the investment demand vector will be zero.
commodity $i$ demanded by the economy with each additional unit of wage or profit income respectively; thus, $p_i c_{iw}$ (or $p_i c_{i\pi}$) is the marginal propensity of the wage-earning (or profit-receiving) class to spend its income on good $i$.

The consumption coefficients can be arranged into a matrix

$$C = \begin{bmatrix} c_{1w} & c_{1\pi} \\ c_{2w} & c_{2\pi} \\ \vdots & \vdots \end{bmatrix}$$

which is subject to the following constraints: first, it must be true that $p C \leq [1, 1]$; that is, the marginal propensity to consume of each class must be less than or equal to one, and the MPC of at least one class must be strictly less than one. We assume for simplicity that agents always spend the same proportion of their incomes on each good ($p_i c_{iw} = \gamma_{iw}$ and $p_i c_{i\pi} = \gamma_{i\pi}$ for $i = 1, ..., n$). These admittedly unrealistic assumptions are not essential, and little of substance would be changed by adopting more realistic hypotheses, although the analytics would become much more cumbersome.\(^7\)

Let us now define a matrix $V$ whose elements represent the values added by labor and by produced means of production to the price of each commodity:

$$V = \begin{bmatrix} w l_1 & w l_2 & \cdots & w l_n \\ r \sum p_i a_{i1} & r \sum p_i a_{i2} & \cdots & r \sum p_i a_{in} \end{bmatrix}.$$  

\(^7\) A change in incomes or prices will almost always entail complicated changes in $C$ that are apt to be unpredictable in magnitude and perhaps direction. The second set of conditions on $C$ is simply a convenient way of managing the complexity of consumption behavior; if we are prepared to make detailed assumptions, based for example on Engel curve data, about how the elements of $C$ respond to income and price changes, we can substitute another set of conditions for the simple ones given here.
where \( w, r \) and \( p_i \) represent as before the real wage, the profit rate and the prices of commodities. Each elements of \( V \) depends upon the prior solution of the economy’s price equations. The profit rate is taken as a datum; and since production is, by assumption, characterized by constant returns, \( w \) and relative prices can also be considered given and fixed once a *numeraire* is chosen. The incomes are given by

\[
Vq = \begin{bmatrix} W \\ \Pi \end{bmatrix},
\]

where \( W \) and \( \Pi \) are the money incomes of the working and capitalist classes. From this it follows that

\[
y^c = CVq \quad (6)
\]

We know that in equilibrium the gross output vector must satisfy the quantity relations (3)

\[
q = Aq + y.
\]

Substituting (5) and (6) into (3) gives \( q = Aq + CVq + y^I \). Manipulating this last expression, we obtain:

\[
q = (I - A - CV)^{-1} y^I \quad (7)
\]

The inverse matrix in (7) can be manipulated further, giving the result:

\[
q = (I - A)^{-1} [I - CV(I - A)^{-1}]^{-1} y^I \quad (8)
\]

Thus, given \( A, C \), and the profit rate, a given vector of investment demand will determine a unique vector of gross outputs.

The first term—\((I - A)^{-1}\)—in the expression which multiplies \( y^I \) in system (8) is the familiar Leontief inverse. The interpretation of the expression \([I - CV(I - A)^{-1}]^{-1}\) is less obvious; but it can be shown, with not too much effort, to be a perfect matrix analogue of the simple Kaleckian spending multiplier (see Miyazawa and Masegi 1963: 90–91).
By combining the Leontief and Keynes-Kalecki multipliers, system (8) places in sharper focus the transmission mechanism by which autonomous changes in demand are translated into still larger changes in output. An autonomous increase in any of the elements of the investment vector will lead, via the operation of the Leontief inverse, to an increased demand for produced inputs. If the necessary labor is available, there will be an increase in the incomes of newly-hired workers and of the owners of newly-hired capital in those input sectors. Once this increase in incomes occurs, the spending multiplier becomes operative as the receivers of the new income begin to spend it on final goods. There follows an increase in the demand for inputs required to produce those final commodities. From this point on, the Leontief and Keynesian multipliers operate together until the initial increase in spending wears itself out in the usual way.

A few observations ought to be made here regarding the operation of the multiplier in this model. It is clear, first of all, that a change in investment need only occur in a single sector to set off a chain reaction throughout the economy. In the end we will find that the components of the consumption vector will not be what they were, and that the outputs of all basic commodities will have changed.\(^8\) An advantage of the matrix formulation is its ability to trace the complex consequences of an initial change, or set of changes, in parameters.

A second aspect of the model that is of interest is its explicit consideration of the influence exerted by the distribution of income (represented by the value-added matrix \(V\)) on the solution.\(^8\)

\(^8\) If only one component of \(y^I\) changes, or if all changes in its components are in the same direction, then the outputs of basic commodities will all change in the same direction—increasing if the initial change was positive, decreasing if the initial change was negative. If, on the other hand, some elements of \(y^I\) increase while others decrease, the impacts on the outputs of basic commodities cannot be predicted \textit{a priori}. They may all move together, or some may rise while others fall, depending upon input requirements, the magnitudes of the initial changes in the investment demand vector, and the effects of the resulting changes in incomes on the pattern of consumption.
Investment demand gives rise to a secondary consumption demand; since it is presumed that workers and capitalists have different consumption patterns, this secondary demand will vary according to how income is distributed between wages and profits. The secondary consumption demand will in turn determine what commodities will be required as inputs in the next round of production, and the input coefficients of these required means of production will determine, through $V$, how much the incomes of the working class and the capitalist class will change in that production period. Tertiary changes in the composition of consumer demand will naturally ensue, and so the process must continue until the multiplier runs its course. Moreover, owing to the layered nature of the production process, in which commodities are produced by commodities in a complicated circular network, a change—even a small one—in the profit rate or real wage can radically alter the composition of gross output. Any change in distribution will activate a complex sequence of adjustments the results of which cannot be known a priori. An increase, for example, in the profit rate may cause a particular $q_i$ to either rise or fall; and the change in $q_i$ can be large or small regardless of the size of the initial change in the profit rate. The result depends entirely upon the parameters $A$, $l$ and $C$.

Associated with any gross output vector $q$ is a level of employment $N = lq$. An implication of the matrix multiplier is that a change in the composition of demand can alter the level of employment, even if total expenditure remains constant; indeed, GDP and employment are as likely to move in opposite directions as in the same direction (Kurz 1985: 130–2 also makes this point). More importantly, there is no reason to suppose that the level of employment determined by the solution vector $q$ will utilize all of the labor available at the going wage; no forces are at work to ensure that the economy will gravitate toward a position of full employment. One of the stylized facts of recent years is the weakening of the connection between employment growth and the
growth of GDP: in the US, each of the last several economic recoveries have taken longer than the previous recovery to restore employment to its pre-recession level. The reasons for this phenomenon are in all likelihood connected to structural changes that have occurred in western capitalism over the past three decades (see Basu and Foley 2011 for an insightful analysis of the issue). Models like the one described here may cast some light on why GDP growth no longer readily generates sufficient employment growth to absorb new entrants to the labor market, or to reabsorb workers displaced by recession.

In the model described above, a reduction in the wage with no change in investment spending clearly will not provide a remedy to large-scale persistent unemployment. Even though the decline in $w$ will be accompanied by an increase in the profit rate, since capitalists have a smaller propensity to consume than workers there will be a net decline in consumption demand, and consequently a net decline in gross output and employment. This result reinforces the traditional Keynesian skepticism about the efficacy of wage reductions as a remedy to unemployment. A solution might in fact require is a higher wage rate, but even this cannot guarantee full employment.

5. Some Dynamic Considerations

We turn briefly to the dynamic aspects of the matrix multiplier derived in the preceding section. The model deals with situations that are fully adjusted with respect to the price vector and therefore does not expose the sequential effects of a change in the exogenous distribution variable on outputs and employment. These sequential adjustments occur, by definition, outside of equilibrium, that is, in a sphere within which our analysis does not penetrate. It is supposed here that such adjustments do not exhibit the same regularity that can be attributed to the forces that determine the solution to
system (8), and therefore are not susceptible, without the adoption of special assumptions, to an exact analysis. This does not imply that questions concerning the movements of the variables through time are of no interest; on the contrary, Goodwin (1949) has shown that these movements can have important consequences for the cyclical behavior of the economy.

More problematic, perhaps, is the question of the meaning of the notion of “long-period equilibrium” in a context in which investment represents changes in productive capacity, while long-period equilibrium has traditionally been regarded as a static position with productive capacity fully adjusted to aggregate demand. In *The General Theory* Keynes (1936: 47–48) describes the long-period level of employment as the level consistent with the existing state of long-term expectations. The model outlined here can be interpreted in an analogous way. The given vector \( y^I \) expresses the long-term expectations of entrepreneurs as well as the other factors (objective and subjective) that influence investment at a particular historical moment. The solution of system (8) determines the gross outputs that will be generated by the demand for these investment goods. The analysis does not require that the investment vector has the property of persistence or quasi-permanence. Given \( y^I \), we can identify the level of employment toward which the economy will gravitate. If it is legitimate to suppose (as we have implicitly done here) that the elements of \( y^I \) change slowly—that is, that the recursive effects of the gravitation process on investment are of negligible magnitude—then the static character of the model need not be problematic.\(^9\)

\(^9\)The solution to system (8) can be conceived as stationary state. But without an explicit theory of investment there is no reason to suppose that the elements of \( y^I \) would remain constant outside of particular historical circumstances—that is, outside of a situation of extremely limited duration. Naturally if the elements of \( y^I \) change rapidly with the passing of time, the static formulation would be useful mainly as an illustrative device to put in clearer focus the effects on production and employment of a change in investment. But it would be possible to modify the model to take account of dynamic considerations. We
6. Consumption Demand

A few words are in order regarding the treatment of consumption patterns in structural models of the type outlined above. We have noted the artificiality of our assumption that workers and capitalists devote a constant proportion of their income to expenditure on each good—a device adopted in order to make the model tractable. But a useful account of the social provisioning process requires a more realistic approach to the analysis of the composition of consumption demand. While such an analysis lies beyond the scope of this essay, a few tentative observations are relevant to the topic at hand.

There is a vast literature on the inadequacies of the conventional treatment of consumer demand, and on the need for an alternative framework. These critiques draw attention to the disparity between the structure of preferences on which the well-behaved price-elastic demand functions of orthodox theory are grounded, and what modern sociological and psychological research indicate about the actual structure of human preferences. The standard axioms of choice—completeness, transitivity, convexity and so forth—are incompatible with empirical findings from behavioral economics. If human needs exhibit a hierarchical ordering such as that famously posited by A. H. Maslow (1943; see also Georgescu-Roegen 1966: 194–198), the marginalist theory of demand falls to pieces. Pierangelo Garegnani (1990: 131) has called attention to the irreversibility of consumption habits. It is usually the case, he argues, that when the normal quantity demanded of a good is affected by prices to any considerable degree, the impact of a price change will amount to “an irreversible … change in the habits of consumers, which even marginalist authors would have

shall not attempt here to enlarge the analysis in this direction; however it is worth noting that this dynamic project might be grounded in the work of Goodwin (1949) and Pasinetti (1981).
to treat as a change of ‘tastes’ and therefore by a stage of analysis separate from the ‘general equilibrium’ determination of prices [in terms of] demand functions, where tastes appear as given.” The example he cites is that of the expansion of the demand for automobiles in America in the 1920s when assembly-line technology brought the price of a car within the budget of the average household. In such a situation, consumers will not respond to a reversion of the price to its original level by resuming their earlier pattern of consumption. The argument echoes Georgescu-Roegen’s observation (1966: 183) that the law of demand is not a quantitative law in the usual sense of the word, for it does not imply a reversible relationship between prices and quantities, but is simply a common feature of all demand laws, whether reversible or not. From this to the representation of the demand law by a curve relating prices and quantities is a very long way.

For as an individual moves from one position to another in commodity space, his preference themselves under a transformation. Experience shapes an individual’s tastes and enables him to discover precisely what his preferences are. The acquisition of information, through participation in markets, leaves a mark on the psyche that influences future behavior (ibid.: 176–9).

Perhaps the most impressive attempt to incorporate this idea into a formal model of growth and structural change has been made by Pasinetti (1981), who stresses that technical progress and the evolution of demand are intimately connected to one another:

Consumers’ preferences may … be widely manipulated, but they ultimately depend upon human nature, which represents, in the same way as the technical conditions of production do, a fundamental external datum for any meaningful economic investigation. … The relevance itself of technical progress depends on potential demand: an increase in productivity, however large it may be, loses much or even all of its meaning, if it takes place in the productive process of a commodity for which demand can only be small or

---

10 The ramifications of this idea for the cyclical behavior of the economy are developed in Garegnani and Trezzini (2010).
negligible. This means that any investigation into technical progress must necessarily imply some hypotheses … on the evolution of consumers’ preferences as income increases. (ibid.: 68–9)

Pasinetti starts from the idea, compatible with the arguments of Garegnani and Georgescu-Roegen reported above, that real income has a greater bearing on consumption patterns than relative prices: one of the most solidly grounded stylized facts about consumption is that “the proportion of income spent on any type of good changes as per capita income changes” (ibid.: 70). The composition of demand evolves in complex but partly systematic ways as an economy develops. For example, as per capita income rises—presuming that the benefits of productivity growth are spread broadly among members of the community—households tend to spend a smaller proportion of their incomes on basic necessities like food and clothing. This empirical regularity, known as Engel’s law—after Ernst Engel, the German statistician who first recorded it in the mid-19th century—provides one of the bases of Pasinetti’s theoretical account of how the structure of demand evolves as an economy grows.

Early in the Grundrisse, Marx (1857–58) calls attention, from a somewhat different perspective, to the fact that production and consumption are not strictly separable activities. Production entails the consumption of inputs—the means of production, including raw materials, fuel, and a portion of the constant capital; and workers’ physical energy, which needs to be replenished. Consumption entails production, as when the consumption of raw materials results in the production of some commodity, or when the consumption of sustenance and shelter by a worker restores his depleted capacity to work: consumption … in one way or another produces human beings in some particular aspect” (ibid.: 91). Perhaps more pertinent to the topic at hand is Marx’s observation that:
Production not only supplies a material for the need, but it also supplies a need for the material. As soon as consumption emerges from its initial state of natural crudity and immediacy … it becomes itself mediated as a drive by the object [of consumption]. The need which consumption feels for the object is created by the perception of it. The object of art—like every other product—creates a public which is sensitive to art and enjoys beauty. Production thus not only creates an object for the subject [i.e. the consumer], but also a subject for the object. Thus production produces consumption (1) by creating the material for it; (2) by determining the manner of consumption; and (3) by creating the products, initially posited by it as objects, in the form of a need felt by the consumer. It thus produces the object of consumption, the manner of consumption and the motive of consumption. Consumption likewise produces the producer’s inclination by beckoning to him as an aim-determining need. … Without production no consumption; without consumption not production. [This identity] figures in economics in many different forms. (ibid.: 92–3)

This passage warns us of the limits of formal analysis. The dialectical relationship between production and consumption that Marx describes cannot be fully captured by a system of equations. A deeply nuanced sociological and historical account is needed; for a perceptive example, see Pietrykowski (2009).

7. A Framework for Modeling Investment

If aggregate output is demand-constrained rather than supply-constrained, a useful investment theory will have to be compatible with the theory of effective demand. Here a difficulty arises. The classical writers and Marx saw the production of a physical surplus as a precondition for economic expansion. Growth takes place when part of an existing net product is ploughed back into the production process, so that output can be enlarged in the next period. But in order for the surplus to be ploughed back, a decision must be made to refrain from consuming it; the saving decision must be taken prior to any investment decision which means that saving must be treated
as *analytically* prior to investment.\(^\text{11}\) This conflicts with the Keynesian understanding of how market economies operate. The classical view of accumulation appears to require causality to run from saving to investment. To ensure that this causal relation could be made consistent with the macroeconomic equilibrium condition that leakages from the expenditure flow must be matched by injections into it, the classicals, in the absence of a better alternative, had to fall back on a second un-Keynesian device, Say’s Law (see Mongiovi, 1990).

Marx assigned investment a crucial role in the competitive struggle for markets among different capitals. This aspect of the accumulation process suggests that there is a component to investment that is independent of the rate of return on capital. If a firm's survival depends upon its ability to innovate and expand, it will engage in a certain amount of investment regardless of what its rate of return happens to be. The degree to which any particular firm will be inclined (or compelled) to engage in such autonomous investment will depend upon its absolute size (measured, for example, by its productive capacity or by the average size of its labor force), its size relative to its competitors, and the degree of concentration of the industry in which it operates. It is probable that autonomous investment will be positively related to the degree of concentration, which is generally taken to reflect the degree of monopoly power. Where an industry is dominated by a small number of large firms, competition is apt to be far more intense and the penalties for laziness more severe (Clifton 1977; Schumpeter 1950).

If the broad competitive market structure of the economy is taken as given, we can conceive of a set of parameters \(a_{ij}\) \((i,j = 1,\ldots,n)\) which represent the amount of autonomous

---

\(^{11}\)The origins of this idea can be traced at least as far back as the physiocratic literature. No attempt is here being made to deny that economic growth requires both the production of a surplus and the application of part of that surplus to accumulation. Rather, what will be argued is that it is demand which calls the surplus into existence in the first place and which therefore provides the ultimate impetus to growth.
investment demand by sector \( j \) for commodity \( i \). The magnitude of each such parameter will depend upon the competitive characteristics of sector \( j \), with the \( \alpha_{ij} \)s presumably increasing with the degree of concentration, and upon a variety of non-quantifiable considerations such as product characteristics and the “corporate culture” that which characterizes the managements of the firms in that sector. This formulation is problematic in the sense that specification of the market structure presumes some notion of the scale of output in various sectors. We may get around the difficulty by supposing that agents take decisions against a background of particular historical circumstances, and that these circumstances establish broad levels of productive activity within and across sectors. This does not mean that we take productive capacity as fixed, but that managers take decisions in the context of an economy in which, e.g., automobile production is on the order of 12 million units per year divided among three firms, rather than 300 thousand units per year divided among fifty firms. We define \( a_i = \Sigma a_{ij} \) and \( \alpha = [a_i] \); this vector represents the autonomous component of \( y^I \), that is, the component of investment demand that is not dependent on the rate of return on capital.

The next issue that needs to be considered is whether the rate or the mass of profits should be used to determine investment. To use the mass of profits would be problematic for two reasons. First, given physical input requirements and the profit rate, the level of profits will vary with the level of productive activity. Taking the mass of profits as a datum presupposes that the output vector is known from the start; but the purpose of the exercise is ultimately to explain the output vector, so we cannot take it as known in order to model investment demand. Second, the demand for investment goods will depend not upon the total amount of profits present in the economy, but upon how these profits are apportioned among sectors. While aggregate investment spending appears to be highly correlated with aggregate profits (Eisner, 1963), we are concerned with the determination of a vector of sectoral outputs; this means that the vector of induced investment
demands cannot be treated as a simple function of \( \Pi \), the sum of the economy’s profits, but must depend upon the vector of sectoral profit levels \( (\Pi_1, \Pi_2, ..., \Pi_n) \). This approach again runs into the difficulty that, \( \Pi_i \) depends upon sectoral output \( q_i \).

The profit rate is often presumed to provide a motivational rationale for investment; there is a tradition along this line within the Post Keynesian literature, the most notable example being Joan Robinson’s magnum opus, *The Accumulation of Capital* (1956). The rate of return on capital is an index of the benefits that can be expected to accrue from investment; thus the greater is the profit rate the greater will be the incentive for capitalists to take the trouble and run the risks associated with capacity expansion. Absolute profits cannot serve as well in this regard, since they are specified without reference to the value of the capital upon which they are earned; profits may be high, but if the value of the capital required to generate those profits is high as well, the rate of return on investment will be relatively low.

Let \( y_{ij} \) represent the amount of investment demand for commodity \( i \) induced by profitability in sector \( j \); \( y_{ij} = y_{ij}(r_j) \), where \( r_j \) is the rate of return on capital invested in sector \( j \). We define \( y_i = y_i(r_1, ..., r_n) \) as the total amount of induced investment demand for commodity \( i \). Finally, we write \( y'^I = y(r_1, ..., r_n) \) for the vector of investment demand related to profitability. Under competitive conditions, the economy will gravitate toward a uniform profit rate; it is precisely through investment responses to differential profit rates, here modeled explicitly, that a uniform profit rate is established. We may therefore write \( y'^I = y(r) \), where \( r \) is the exogenously determined normal rate of profit. Thus we have \( y'^I = \alpha + y(r) \). Combining this result with our matrix multiplier in system (8) gives:

\[
q = (I - A)^{-1}[I - CV(I - A)^{-1}]^{-1}[\alpha + y(r)]
\]  

(9)
When the profit rate and money wage are specified, the price equations (1) and system (9) allow us to obtain a determinate solution for prices, the wage rate, investment, sectoral outputs and employment.

The construction summarized in system (9) captures a number of key elements in the classical approach to investment, while avoiding the trap posed by Say’s Law. The classical insight that a physical surplus must be present for accumulation to take place is retained; but in an obviously Keynesian fashion, the surplus is itself called into existence by demand, as represented by the vector \([\alpha + y(r)]\). Saving is determined by investment through the income generation process, rather than the other way round.

But the limitations of this formalization are also evident. For a start, the precise relationship between investment demand and the profit rate expressed by the equations \(y' = y(r)\), is a behavioral relation that is particularly apt to be contingent and inexact. There are no \textit{a priori} reasons to expect the components of \(y'\) to exhibit any substantial elasticity with respect to changes in the \textit{general} rate of profit. The law of competition implies that intersectoral profit rate \textit{differentials} will induce systematic adjustments in the investment vector; but this does not explain why there should be a significant correlation between investment demand and the general profit rate established by competitive market forces.\(^1\) A positive correlation between investment and the profit rate, it will be recalled, has been supported on two grounds. First, all other things being

\(^1\)The same point holds when long-period equilibrium is characterized by intersectoral profit rate differentials due to institutional impediments to the mobility of capital, such as monopolistic forces, barriers to entry, government regulations, etc. Once the long-period position is established, the rationale for a systematic behavioral relationship leading from the vector of sectoral profit rates to the vector of investment demands lose much of its force.
equal, a higher profit rate entails a larger surplus available for expansion of the capital stock; second, the profit rate represents an incentive for capitalists to enlarge the stock of assets from which they derive their incomes. But since in our model it is demand (one component of which is investment) which calls forth the surplus, the latter cannot, in the long-run, constitute a constraint upon accumulation; therefore the profit rate cannot be regarded as an index of the economy's capacity to accumulate. And, while the profit rate clearly provides an incentive to investment when rates of return are not equalized, its ability to perform that function once competition has eliminated intersectoral differentials is by no means evident.

Furthermore, even if it were possible to defend the existence of a systematic positive relationship between the investment vector and the profit rate, the exact form of the relationship will depend upon expectations. Since we are mainly concerned with the long-period, we need consider only long-term expectations; short-period expectations, which are particularly volatile, can be ignored. If the state of long-term expectations can be taken as fixed, it is possible at least to conceptualize a relationship of the form \( y^I_r = y(r) \). But once that relationship is put to its intended use, in comparative static analysis, serious difficulties arise. It is inconceivable that long-term expectations will remain unchanged in the face of an autonomous change in the profit rate. Even a small change in expectations may radically alter the form of the relationship between \( y^I_r \) and \( r \); at the same time, there is no way to know with any degree of certainty how changes in the profit rate will influence expectations. Thus we are deprived of the possibility of constructing a model of investment behavior which is both rigorous and simple.

Investment is a complex phenomenon that cannot be reduced to a set of neat mathematical formulae. This was recognized by the classicals, who, in their theoretical discussions, took care not to impose an artificial simplicity on economic behavior. How then is investment to be explained?
Investment depends upon a wide range of factors. Current profitability, particularly if it is high or low by historical standards, may exert some influence, as the classicals supposed. The availability and cost of financing (to which the level and structure of interest rates are relevant) will almost certainly also have a bearing on investment spending. But the connection between the conditions of financing and the level of desired investment is far more complex, and far less direct, than conventional theoretical and policy discussions suggest. The evidence on the relationship between investment spending and the interest rate is not encouraging for adherents to the neoclassical hypothesis. Tinbergen’s results (1938–39), and a host of studies since then, suggest that there is no clear and consistent inverse relationship between interest rates and investment. A well-known study by Meade and Andrews (1938), in which businessmen were questioned about the influence of interest rates on their decisions, found that interest rates were not a significant determinant of investment behavior.\textsuperscript{13}

There is, moreover, room for different views on the connection between investment and the financial environment in which firms operate. Marglin (1984: 88–93) argues for example that investment can crowd-out consumption, rather than the other way round, because the corporate sector—the capitalist class—has privileged access to finance; thus there is no real financial constraint on investment. Kalecki (1969: 91–5), on the other hand, has pointed out that the current

\textsuperscript{13} Some sectors, such as construction, \textit{are} highly sensitive to financing costs; but this sensitivity simply reflects the elasticity with which the sector is able to take advantage of profit opportunities made possible by short-period price differentials (e.g. between the cost of construction and the price received when the building is sold or leased). The particular organization of the markets in which each such sector operates may account for a fairly consistent empirical relationship between interest rates and investment; but there is no reason to suppose that once the supply of, e.g., housing had adjusted to the point where its price was just sufficient to provide builders with a normal rate of return investment in housing would remain unchanged at the given interest rate.
value of a firm’s assets sets a practical limit on the amount which it may borrow: “The most important prerequisite for becoming an entrepreneur is the ownership of capital.” Similar constraints, he continues, limit the firm’s ability to expand by issuing additional shares of common stock.

Other considerations are likely to exert a comparable influence on investment. The competitive conditions within which firms operate impose certain broad requirements upon firms regarding research and development expenditures and investment—requirements that can be ignored only at the risk of a loss of market share. In the mathematical formulation (9) these influences are captured in the parameters $\alpha$, which, since they carry equal weight with the induced components of investment, can no longer be left unexplained. Treating them as givens, in a sense, amounts to kicking the can a little bit further down the road: the elements of $\alpha$ are crucial to how the system performs; we cannot fully understand the working of the system without understanding what determines these parameters. The corporate cultures and the managerial philosophies of different industries or firms will also have a substantial impact on investment decisions. Expectations, of course, cannot be ignored. But if they are to form part of any real explanation they need to be grounded in observable phenomena, such as the age composition of the population, the pattern of income distribution, the geographical distribution of the population, or the ability of sellers to manipulate preferences through advertising.

A useful explanation of investment, therefore, entails much more than the econometric evaluation of the significance of the usual independent variables. A more flexible interdisciplinary approach, which can take account of historical evidence and can exploit the vast literature on the sociology of organizations, is required. Any explanation of investment along these lines must be specific to particular historical and institutional circumstances. But what might at first appear to be
a lamentable loss of generality is in fact no loss at all; for the preceding discussion suggests that the
generality of orthodox investment theory is spurious. The investigation of historical and social
processes in all their complexity and richness, is bound to produce conclusions that are less clear-
cut and more difficult to interpret than the results derived from orthodox theory.
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